Improve Parsing Performance by Self-Learning
Abstract
There are many methods to improve performance of statistical parsers. Resolving structural ambiguities is a major task of these methods. In the proposed approach, the parser produces a set of n-best trees based on a feature-extended PCFG grammar and then selects the best tree structure based on association strengths of dependency word-pairs. However, there is no sufficiently large Treebank producing reliable statistical distributions of all word-pairs. This paper aims to provide a self-learning method to resolve the problems. The word association strengths were automatically extracted and learned by parsing a giga-word corpus. Although the automatically learned word associations were not perfect, the constructed structure evaluation model improved the bracketed f-score from 83.09% to 86.59%. We believe that the above iterative learning processes can improve parsing performances automatically by learning word-dependence information continuously from web.
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1. Introduction
How to solve structural ambiguity is an important task in building a high-performance statistical parser, particularly for Chinese. Since Chinese is an analytic language, words can play different grammatical functions without inflection. A great deal of ambiguous structures would be produced by parsers if no structure evaluation were applied. There are three main steps in our approach that aim to disambiguate the structures. The first step is to have the parser produce n-best structures. Second, we extract word-to-word associations from large corpora and build semantic information. The last step is to build a structural evaluator to find the best tree structure from the n-best candidates.

2. Feature Extension of PCFG Grammars for Producing the N-best Trees

It is clear that Treebanks (Chen et al., 2003) provide not only instances of phrasal structures and word dependencies but also their statistical distributions. Recently, probabilistic preferences for grammar rules and feature dependencies were incorporated to resolve structure-ambiguities and had great improvement on parsing performance.

However, the automatically extracted grammars and feature-dependence pairs suffer the problem of low coverage. We proposed different approaches to solve these two different types of low coverage problems. For the low coverage of extracted grammar, a linguistically-motivated grammar generalization method is proposed (Hsieh et al., 2005). The low coverage of word association pairs is resolved by a self-learning method of automatic parsing and extracting word dependency pairs from very large corpora.
Table 2. The 50-best oracle performances from the different grammars.
	Testing Data
	Sources
	Hardness
	Rule type

	
	
	
	Rule type-1
	Rule type-2
	Rule type-3

	Sinica
	Balanced corpus
	Moderate
	92.97
	94.84
	96.25

	Sinorama
	Magazine
	Difficult
	90.01
	91.65
	93.91

	Textbook
	Elementary school
	Easy
	93.65
	95.64
	96.81


2.1 Coverage Rates of the Word Associations

Data sparseness is always a problem of statistical evaluation methods. As mentioned in the last section, we automatically segment, tag, parse and assign roles in CNA data, and then extract word associations. We test our extracted word association data in five different levels of granularities. Level-1 to Level-5 represents HWC_WC, HW_W, HC_WC, HW_C, and HC_C respectively. The 5 levels of word associations derived from Figure 1 are as follows:
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Figure 3. WA coverage rate of Level-6.
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2.1.1 Title
From the results shown in Table 5, we see that semantic information is effective in finding better structures. About 3.5%~5.2% of the bracketing f-scores are raised. In Charniak et al. (2005), the f-score was improved from 89.7% (without re-ranking) to 91.02% (with re-ranking) for English
; the oracle f-score was 96.8% for n-best in their paper. We also believe that with more data parsed, better word-association values will be obtained; hence, the parsing performance will be improved by self-learning. Our WA was first extracted from the 1-best result from parser. With the parser producing n-best and the evaluating system finding the best structure, we can continuously derive more and better word associations. Similarly, if we have a better WA referent statistic, we should be able to choose the better structure. This is the idea of how self-learning works. The left side of Figure 6 denotes how we produce knowledge initially, and the right side of Figure 6 explains the repeated procedure of automatic knowledge extraction and accumulation. From the results shown in Table 4 and Table 5, we see that there is much space for improvement.
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� The English parser has better evaluating results than the Chinese one due to the better performance of the parser and language differences. The charateristic of a strictly regulated grammar in English gives an  advantage in parsing. Nonetheless, we have to admit that there is plenty of room for improvement in Chinese parsing.
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