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Overview

The problem

Merging Propositional and Distributional
formalisms

Recent work at ISI

The problem of composition
Some interesting thoughts
Where next?



Propositional semantic reps

John attended the soccer Word Cup in South

Africa in 2010

(3 e0) (attend e0 x0 x1 x2 x3)
(John x0) (soccer World Cup x1) (South Africa x2) (2010 x3)

(eO (:type attend)
(:agent John)
(:theme soccer-World-Cup)
(:loc South-Africa)
(:date 2010))

Logic:

Frame:

The green table is strong
(3 e0) (have-property e0 x0)

Logic:
(table x0) (green x0) (strong x0)

Frame: (X0 (:type table) (:color green) (:strength +5))



Content in semantic theories

Semantics is expressed in propositions about symbols

What is the meaning of the symbols?
— De Saussure (1878) talks about the signifier (the signs) and the
signified (the ‘meaning’)
— Peirce (1867) talks about the representant (sign), the object (signified),
and the ‘meaning of the sign’, represented separately (thirdness)

— Theory of mediated reference (Frege, 1892): distinction between
sense (intension) and reference (extension)

— Theory of direct reference (Russell, 1905): meaning is equated with
reference

To date, semantic theories have focused on truth conditions and
the calculation of the ‘truth’ or not of propositions

— Frege, Tarski, Davidson, etc.

But they have not really focused on representing explicitly the
elements that the propositions are about

— The propositions provide relationships among the symbols, but leave
to the Denotational Model what the symbols ‘mean’



The trouble with: 1) Intensions

Table Object

rel?: val?
rel?: val?

A term is defined by its
properties (Aristotle...)

But...

* Have you ever tried to
define a table?
Anything else?

* Have you ever seen
anyone’s definition
using this method?




The trouble with: 2) Extensions

e Aterm in the modelis defined as the set of all
real-world instances of it:

Concept x = {all instances of x in the world }

* Problem: what if you change the instance set?



Representing content in Al today

 Formal, logic-based semantics
— The meaning of table is table’
— The meaning of table is a collection of specific properties
— The meaning of table is the set of all tables in the world

* Frame semantics, implemented

— The meaning of table is whatever the system ontology
contains and refers to (sort-of intensional)

— The meaning of tablel5 is a specific instance in the
domain and its database (sort-of extensional)



Problems with Propositional model

1. Symbols themselves are ‘empty’

— No content for symbols in the notation: one cannot within
the propositions work with their content

— For example, interactions between negation, modalities,
etc., on particular aspects of content remains hidden

2. Symbols are discrete

— Yet meanings are shaded, spread in a continuum toward
different directions of nuance

3. Semantic theories show no direct connections with
psycholinguistic or cognitive phenomena

— No obvious explanations for confusions, forgetting,
degrees of processing complexity, etc.



NLP today: Distributional ‘semantics’

Topic Signature / topic model:

{Tk; (Wkllsk]_)l (sz;skz); ces (Wknlskn) }

bank, = {(bank 0.9), (thrift 0.11), (banking 0.4), (loan 0.4),
(deposit 0.1), (money 0.7)...}

bank, = {(bank 0.9), (turn 0.3), (veer 0.1), (lean 0.4)...}

Operates at word level

Essentially clustering in lexical space, using tf.idf, PMI...
Methods: LSA, pLSA, LDA, Chinese Restaurant, etc.
Used for wordsense disambiguation, sentiment...



Theoretical basis for distributional
semantics

* Over large scale, word frequencies obey Zipf’'s Law:

tlhela tcl) ble saus;ge greenlhouse
e But locally, words appear in a Poisson distribution:

Topic 1l
Topic 2

T 1T 11 | r
the a to be sausage greenhouse



Using vectors of words

* “You will know a word by the company it keeps” —
Firth

* Collect co-occurring high-freq words in related texts:

— Topic Models: In a collection of texts about various topics,
topic keywords concentrate around topics; so families of
related words appear in ‘bursts’. To find the family,
compare the word frequency distributions within each
topic’s texts against global background counts. Use tf.idf.
x?, PMI, etc.

bank, = {bank, thrift, banking, loan, deposit, money...}

— Word Models: In a set of sentences containing the same
word, the other words appearing in those sentences more
often than expected form the word vector



Topic models, latent and otherwise

e Base assumption: Each document is a bag of words

— Base model: simplest starting point

— Zellig Harris (1954) Distributional Structure. Word 10 (2/3): 146—-62:
“And this stock of combinations of elements becomes a factor in the
way later choices are made ... for language is not merely a bag of words
but a tool with particular properties ....”

e Latent Semantic Analysis (LSA): Matrix operation over texts that
groups the words into ‘latent’ (hidden) classes
— Both + and — association strengths for words in topics
— Sorted by topic ‘strength’ overall
— (Deerwester et al., 1990)

e Latent Dirichlet Allocation (LDA): Each doc is a (weighted) set of
topics; and each topic is (generates) a (weighted) set of words

— Introduces a new layer of recombination, plus extra words
— Automatically trained, but you have to specify how many topics
— (Blei et al., 2003)



Word models: Contexts for building

them

* Specify context from which vector words are selected:

— Anywhere in the sentence, or left and right sides separately
— Syntactic field (Subj, DirectObj, AdjModifier, etc.)

 Example from (Pantel and Lin 02): syntactic contexts

— Used to cluster all words having similar contexts

— http://demo.patrickpantel.com

mi,, =log—

apple f Se,
if
-V:0bj2:N 89 times: N~

Cef
N

give 30, offer 20, hand 4, feed 3, grow 3, throw 3, toss 2, name 1 ...

-N:nn:N 3115 times:

-N:nn:N 878 times:
Candy 27, one 19, fruit 16, Fuji 16, cashew 13, cider 12, silver 11, a few 10,
toffee 9, apple 8, Orchard 8, cooking 7, Mclntosh 7, poison 7, use 7, Gold 6,

Tree 298, Orchard 192, computer 165, logo 64, cider 63, product 61, store 46, employee
45, cultivar 31, snail 29, variety 27, iPhone 26, iTunes 26, Farm 21, Festival 21, core 20 ...

Taffy 6, album 5, company 4, crystal 4, debut 4, feature 4, red 4, Wax 4, bad 3 ...




Why is apple is similar to pear  (pantel 02)

File Edit View Favorites Tools Help

@Back v J \ﬂ @ Lh /:) Search *Favorites @ L:’{- _l.' Q] -~ _J EI ﬁ from (Pa ntel 2002)
Address @l] http: ffmorrison.isi.edufcgi-bin/Demos/LexSem/featureCmp/searchDriver .pl?ql =apple&q2=pear&SearchBtn=Search&database=0 v ]

/w apple Hpear ‘ [Search ] Help Demos Blue: apple Only
Database: (&) Cosmos OTREC-2002 OTREC-9 O all .
Green: pear only

Red: shared [—=
-V:ob):N

poach, peel, stew, caramelize, Bake, harvest, dice, sour, firn, substitute, ripen, eat, slice, cut out, moisten, grow, pick, refashion, munch, bully,
reel, strong arm, drain, sprinkle, coat, chop, spoon, compare, polish, dip, toss, bruise, spray, airange, halve, cube, weed out, add, shape, taste,
immerse, mix, pluck, grate, Crisp, differentiate, pelt, pollinate, import, speckle, reserve, place, bite, rub, wash, bring home, dry, ban, consume, hand
out, serve, drizzle, like, treat, export, thaw, fiy, roast, fault, combine, pull, cool, rot, test, waltz, store, get rid of, remove, produce, stem, yank,
snitch, slug, busy, take away, Cup, prefer, vault, thin, work at, Rinse, spread, can, concede, mock, mate, pare, buy, infest, ship, sell, lean agamst,
redden, bog down, tell on, co-found, marinate, prune, come with, segregate, hold, refrigerate, base, hack, purchase, mound, riddle, cut, dislodge,
coerce, press, crush, contaminate, spur, stuff, filch, elongate, sort, go without, exonerate, hawl, glass, throw, equate, try, turn away from, deep-fiy,
infuse, submerge, Wolf, Cook, leave, pack, market, join, sweeten, tie, spread on, pile, domesticate, license, give up, ispect, bob, resemble, ally,
reconunend, beset, top, wad, reinvent, pick up, detorm, let, hollow, water, behold, load, push, uradiate, scent, sample, poison, include, transfer,
freeze, swathe, perturb, position, hold out, recall, keep, distribute, pressure, seek out, reheat, run through, microwave, shell, quarantine, supply, add
to, deliver, recapture, talk, complement, mash, come to, blacklist, turn, steal, take possession of, bring in, stick with, wager, drive, pit, gather, enjoy,
moot, return to, crunch, run, simmer, zap, ferret out, criticise, accept, tickle, reposition, force, stir, dress, cradle, promote, mvent, praise, wipe out,
flaunt, resuscitate, leave behind, threaten, found, reinvigorate, feed, tote, categorize, divide, silver, process, treasure, mean, last, consist of, confuse,
envelop, round out, cost, light up, shine, pour, galvanize, embroil, inspire, stick, popularize, target, need, exploit, suggest, refuse, shove, bet on,
affiliate with, breed, scrutinize, elude, grab, have left, spoil, begin, bury, aim, figure out, spill, reestablish, have, photograph, connect, master,
reorganize, favour, eradicate, line up, slide, strain, announce, take, miss, know, raise, allege, look at, become, contain, prepare, hamper, command,
mtroduce, do, withhold, call, concern, catch, fall, entitle, require, receive, consider, ask, say, report, make, release, lead, find, celebrate, live,
experience, prevent, average, launch, resume, describe, free, favor, examine, worry, mvolve, surround, regard, disclose, mention, convince, welcome,
monitor, carry, serve as, see, manage, negotiate, tell, feature, reach, play, cause, attack, limit, cite, watch, read, attract, address, handle, build

[<

&) Done ®© Internet




Why apple is not similar to toothbrush

A Compare feature vectors: apple vs. toothbrush - Microsoft Internet Explorer

File Edit View Favorites Tools Help Ay

eBack - & ‘ﬂ @ ;h /‘TjSearch \;'}(Favorites &} LA{v T;. Q] -~ _J E| ﬁ frOm (Pantel 2002)

Address

g] http:/fmorrison.isi.edujcgi-bin/DemosjLexSem/featureCmpjsearchDriver. pl?ql=apple&q2=toothbrush&SearchBtn=Search&database=0 v ‘

(‘sl) apple | [ootbrush | [Ssarch ] Help Demos Blue: apple only
-— Database: & Cosmos OTREC-2002 OTREC-9 O all Green: tooth erSh Only

Red: shared

(>

-V:ob):N
peel, caramelize, Bake, forget, harvest, sour, dice, emboss, eat, slice, grow, pick, refashion, munch, bully, reel, Rinse, strong arm, sprinkle, coat,

chop, compare, emblazon, polish, dip, toss, bruise, spray, halve, gum, cube, weed out, taste, mix, grab, pluck, grate, invent, Crisp, differentiate, pelt,
pollinate, import, bite, wash, bring home, use, dry, ban, disinfect, sell, consume, substitute, hand out, serve, sanitize, drizzle, pick up, treat, export,

thaw, bring with, fry, roast, fault, count, combine, pull, rot, test, waltz, store, get rid of, produce, yank, snitch, slug, replace, busy, take away, Cup,
prefer, vault, thin, work at, concede, reuse, add, mock, pare, buy, ship, pack, redden, bog down, tell on, firm, co-found, like, bathe, prune, hang up,

talk, segregate, base, hack, wet, market, purchase, mound, riddle, dislodge, coerce, press, crush, contaminate, spur, stuft, filch, share, elongate, sort,

go without, exonerate, glass, throw, equate, deep-try, Wolf, Cook, leave, reexamuine, place, join, dispense, sweeten, tie, spread on, introduce, pile,
domesticate, license, clutch, include, keep, remove, brace, give up, wipe, mnspect, arrange, bob, resemble, ally, beset, wad, remvent, grip, deform,

find, let, own, hollow, water, behold, load, push, uradiate, kiss, scent, sample, poison, Jam, freeze, dance, swathe, perturb, position, hold out,

swallow, distribute, pressure, seek out, check out, reheat, cut, microwave, brush, quarantine, supply, add to, deliver, recapture, msert, mash, come to,
blacklist, decorate, shape, steal, take possession of, bring in, stick with, come with, wager, drive, rob, gather, enjoy, moot, return to, crunch, run,
sumer, zap, ferret out, have, criticise, accept, tickle, drain, put up, reposition, clean, force, get, cradle, promote, lend, praise, consolidate, flaunt,
resuscitate, leave behind, threaten, found, reinvigorate, feed, atford, tote, categorize, divide, silver, process, treasure, carry, manufacture, mean, last,
consist of, confuse, envelop, round out, cost, light up, shine, pour, galvanize, embroil, stick, popularize, target, locate, ask for, need, exploit, recall,
transter, refuse, shove, bet on, aftiliate with, breed, scrutinize, elude, lift, have left, spoil, begin, bury, aun, figure out, spill, reestablish, photograph,
connect, master, reorganize, favour, eradicate, line up, slide, strain, announce, pit, take, know, move, raise, allege, look at, become, contain, prepare,
hamper, command, hold, develop, withhold, call, meet, try, concern, catch, fall, entitle, require, receive, consider, ask, say, report, make, release, lead, —
celebrate, live, experience, prevent, average, launch, resume, describe, free, favor, examine, worry, involve, surround, regard, disclose, mention,
convince, welcome, monitor, serve as, manage, negotiate, tell, feature, reach, play, cause, attack, do, liumt, cite, watch, read, attract, address, handle,

&) Done ® Internet

(<€




In word vectors, senses are mixed up

A Thesaurus Search: apple - Microsoft Internet Explorer Q@@
File Edit View Favorites Tools Help
A - . - 3 1A f
eBack - Y \ﬂ @ _lj /‘)Search . Favorites {4 - &2 Q] - J E ﬁ from (Pa ntel 2002)
Address .&Ll http: ffmorrison.isi.edufcgi-bin/Demos LexSem/simDbjsearchDriver .pl?q=apple&database=0

/w ’apple ‘ [ Search ] Help Demos

Database: (& Cosmos (O TREC-2002 OTREC-9 Oall

\
pear 0.52, tomato/tomato 0. "59. onion 0.231, banana/banana 0. 226 potate 0.224, apricot 0.219, Pineapple 0.217,
MANGO OS=e=tTic =6 Lemon 0. "06 \tl 70.205, melon 0.202, Carrot 0.19

- s o8 98, vegetable 0.197, blueberry 0.197,
grape/grape 0.19 @ , elon 0.191, avocado 0.190, nn 0.190, FIG 0.188, almond 0.188, plum 0.188,
raspberrv/raspberry™lS <

M 84, cheese 0.183, bean/bean 0.182, cranberry 0.181, Apple Computer 0.180,

sweet potato 0.175, raisin 0.174, eggp 174 72, cauic/garlic 0.172, papava 0.172, berry 0.171, pepper 0.170, cabbage 0.170, lettuce
0.169, prune 0.169, corn 0.168, beet 0.165, meat 0.165, Intel 0.165, coconut 0.164, walnut 0.162, spinach 0.161, bread 0.160, rice/rice 0.160,

blOCCOll 0.160, pea 0. 159 'mtaloup 0.159, be r 0154, celer\ O 154 zucclum 0. 154 Orange 0.154, Ginger O 154, l\IlClO\Oft O 153,

foms . 35, \00111t0135 Qleenpeppe
34, Qumc e . 134 mint 0. 134 honey 0. 13" wine

le'lt 0. 1”3 1\1\\1 0. 122 ])e'mut butte O 122 tumll O

0.12 ato 0.120, parsley 0.120, salad 0.120, Suano“ \telll\ 0220, Slllcon (_Tl?ll)lll(‘\ O 120, CH]LIES 0. 1"’0 c1la11t10 O 119 tanoel e
0.1X9, sauce 0.119, vinegar 0.119, lentil 0.119, barley 0. TT8MNER=6"1TS, noodle 0.118, soybean 0.117, Basil 0.117, olive oil/olive 01l 0.117,

@v

® Internet




Need senses, not words

e Some words are unambiguous:
— Schwarzenegger; banana

* And some are not:

— conclude (to decide or to end); party (a festivity or a
political grouping)
* Many ambiguous ones have the following property:
— A few clearly distinct senses
— A continuous ‘field” of meaning shades, different in
different ‘directions’, and including metaphorical uses
* He drove his car into the lake

His legs drove him forward despite the pain ?: Physical Obj
The news drove stock prices down ?: Propel

This computer drives me crazy

PR
Drive the devils out of her! 7: Psych state



Semi-overlapping vectors for senses

* Semantically ‘closer’ senses share more of their meaning
than ‘further’ ones

 Word vectors allow near-continuous variability for
shades of meaning, but can differ in different ‘directions’
— drive-car: :patient ((car 0.4) (bus 0.2) ... (PhysObj 0.05) ...)
:direction (...)) :speed (...)
:source (...))
— drive-legs: :patient ((legs 0.5) (fists 0.2) ... (PhysObj 0.1) ... )
:direction (...)) :speed (...)
.force (...))

— drive-demons :pre-state ((angry 0.2) (disturbed 0.1) ...)
:post-state ((happy 0.5) (calm 0.4) ...)



Distributional semantics in NLP

* |ncreasingly, NLP researchers are simply using the
frequency distributions of associated words as the (de
facto) ‘semantics’ of a word

— Treat the word ‘families’ as features of the target word
— Sometimes differentiate between left and right contexts

— Numerous association formulas: raw frequency counts,
Pointwise Mutual Information, etc.

* Many applications:

— Word sense disambiguation, MT, sentiment recognition,
entailment, paraphrases...

* Problem: No explicit theory of their semantics



Problems with Distributional models

* Not discrete enough:
— Topic Models have no clear boundaries

— There’s no good way to evaluate LDA (etc.) output
because in principle a topic is an infinitely fine-
gradeable thing

* Not compositional: How to ‘add’ two
distributions?

* No operators (negation, modality, etc.)



Propositional + Distributional = ??

Propositional Semantics came to NLP from Mathematical Logic
(and Philosophy) via Al

Semantic expressions written in ‘logical form’ propositions using
meaning symbols; composition of units

Symbols are undefined (within the formalism): what ‘meaning’?
Operators (modals, negation, etc.) defined

Distributional Semantics comes from modern-day NLP

Statistical processing over large combinations of texts: “you shall
know a word by the company it keeps”

Combinations of words into units, but little/no composition of units
No ‘real’ semantics, but wordlists capture something of contents

Each has advantages
Can one merge them?



For semantics: What would we like?

Combine the properties of traditional propositional
semantics and the statistical distributional approach

From traditional logic-based KR:

— Formal propositions consisting of symbols

— Each symbol represents a concept or relation

— Can compose symbols into complex representations

From modern statistical NLP:

— Vectors of word distributions, with weights
— Each symbol carries its ‘content’ explicitly
— Symbol contents are not discrete

With links to other fields:
— Conform with psycholinguistic and cognitive findings
— Provide basis for Information Theory measures of info content



MERGING PROPOSITIONAL AND
DISTRIBUTIONAL FORMALISMS



Defining a concept the new way

* Def: A concept Cis a list of triples
C={(r;w;s;)(r,w,s,)...(r,w.s))

where r, € {Relations} = R, e.g., :subj, :agent, :color-of
w, € {Words} = vocabulary, e.g., happy, run, apple
s.€[0,1]

and each w; has been associated with C through
the relation r, with a strength of association s.
that is computed under some measure.

In this talk, all the strength scores are simply

made up and have no real meaning



Examples — this is actually an old idea

Dog = {(:type Jack Russell 0.2) (:type Retriever 0.4)
(:color brown 0.4) (:color black 0.3)

(:agent-of eat 0.4) (:patient-of chase 0.3) ... }

* A Topic Signature / Topic Model is a very simple way of
defining a topic: there’s only one r, namely ‘associated with’

Dog = {(brown 0.9) (bark 0.6) (“Lassie” 0.2)
(run 0.6) (white 0.4) (chase 0.1) ...}

* A Language Model in ASR and NLP and MT is the same thing,
but allows ngrams instead of words

domain = {(“brown dog” 0.0000016)
(“the brown” 0.0000032) ... }



(Dachshund 0.2)

Tensors: A useful notation variant

* It’s convenient to group together all tuples with the same r::

Dog = {(:type ((Retriever 0.4) (Terrier 0.4) (Jack Russell 0.35) ...))
(:color ((brown 0.9) (black 0.4) (patched 0.3) (white 0.2) ...))
(:name ((“Spot” 0.3) (“Lassie” 0.2) ...))
(:agent-of ((eat 0.5) (run 0.4) (bark 0.4) (pant 0.3) ...))
(:patient-of ((feed 0.5) (walk 0.4) (love 0.4) ...))

Type e } Color Type

{ (grey 0.1) (Dachshund 0.2)
‘ (white 0.2) (Alsatian 0.2)
‘ (patched 0.3)
‘ (black 0.4)

(broc\j\/n 0.4)

(Alsatian 0.2)
(Jack Russell 0.35)

(feed 0.5)
(walk 0.4)
(love 0.4)

(hear 0.3)

(chase 0.1)

(chase 0.1)
Patient-of Patient-of




Slightly more formally

The semantic knowledge base (‘lexicon’) consists of:
— R :the list of all relations
— (C :thelist of all concepts C,
— S :areal numberin[0,1]
— D : the domain (a collection of texts)
— M : the matrix R X C containing everything, initialized to zero
— KB : the knowledge base: a set of all tensors T , for all C.

Each generic concept (word) C, is a tensor as follows:

— I'D : the identifier (‘name’) of C; (a string)

— T .: the portion of M that contains nonzero values of S, computed as
appropriate from D (a tensor)

— In practice, we store also the source info for the values of T,

Synonymy: C; approximates C, insofar as syn(C,C)—>1
— syn(A,B) must be defined as a continuous-valued function, transitive,
but not necessarily obeying the triangle inequality



Scale invariance of the notation

@«,\
a

\@
a

Object: oy | N o
Apple = {(:isa ((fruit 0.9) (:symbol 0.4))) . S ‘
(:color ((green 0.5) (red 0.6))) ...} o Oy
Instance:

Beethoven’s 9t Symphony = {(:composed-by (Beethoven 1.0))
(:has-part ((“Ode to Joy” 1.0) (movements 1.0) ...)) ...}

Event:

“John saw the World Cup” = {e0 (:type see) (:agent John)
(:theme World Cup) (:instr ((eyes 1.0) (binoculars 0.2) ...)) ...}

Topic:
NLP = {(:subareas ((WSD 0.9) (MT 0.9) (Info Extraction 0.9) ...))
(:conferences ((ACL 1.0) (COLING 1.0) (HLT 1.0) ...)) ...}



DS concept ‘lexicon’

play, = {e (:agent ((player 0.1) (contestant 0.1) (Tiger_Woods 0.002) ...))
(:theme ((soccer 0.4) (tennis 0.2) (bridge 0.1) (pinochle 0.01)...)) (: Ioc
((soccer-field 0.4) (tennis-court 0.2) ...)) (:time (...)) ...}

play, = {e (:agent ()) (:instr ((piano 0.1) (cello 0.1)) (:loc(...)) ...}
soccer = {(:isa game) (:loc soccer-field) (:instr soccer-ball) ...}

“John played at 3:15 pm on Tuesday” =
{e0 (:type play,)

play
(:agent John)

(:theme ((soccer 0.4) (tennis 0.2) - :f \ ’Ed
(bridge 0.1) (pinochle 0.01) ...)) K ghaN Etdg
(:time 3:15pm-Tuesday) S \ o i
(:location ((soccer-field 0.4) . g
(tennis-court 0.2) pHY o
(dining-room 0.05) ...)) —
e} Record just what is given,

use from DS lexicon what is not.
Note underlying dependencies!



Dependency: Compositionality problem

Eat in general: wolf ~ shark

: John
eat animal person _4:}————4:3- agent

o— ¢

sausage
salad
beans

steak

patient

restaurant

loc

When John the vegetarian eats:
agent
eat — agent




More Compositionality

When John the vegetarian eats:
eat — agent

Anybody: John the vegetarian:

Person \,,ork eat sleep run swim John \york eat sleep run swim

agent-of

ew York
lives-in patient-of lives-in patient-of




Work to date on composition

Problem: You need to
compute the
expectation model for
each slot in each

surrounding context:

“Eat” # “John eats” #
“John eats in Paris” #
“John eats in Beijing”

* Early work:
— Wilks 75
— Baroni and Lenci 10
— Turney, Turney&Pantel 10
— Clarke 07
 Compositionality:
— Mohammad and Hirst 06

— Lapata&Mitchell,
Erk&Pado, etc.

— (Novacek and others)

— Grefenstette et al. 10
* Interesting model

— Socher 11



Computing raw tensor scores

* How to compute it? Definitions:
— Most people use co-occurrence probability
— Pantel and Lin (2002) use PMI

— Novacek (PhD thesis, 2010) uses certainty

e Real number in [-1,+1]
* Negative range expresses certainty that NOT(x)

* Problems arise in comparison (synonymy) and
compositionality:
— Tensor for “John is not sad” must look very much like
tensor for “John is happy”
— Tensor for “John doesn’t like skiing, he loves it!” must not
have negative value in like cell(s)

e So far, no-one has provided a proper account



WHAT CAN YOU DO WITH THIS?
RECENT WORK AT ISI



Context: Machine Reading

 DARPA-funded program (2009-2014):
— ERUDITE (BBN, CMU, U Washington, U Oregon, USC/ISI, CYC)
— FAUST (SR, Stanford, U Washington, UIUC, etc.)
— RACR (IBM, USC/ISI, U Texas, U Utah, CMU)

* Challenge: Build system that can extend its own
knowledge by reading domain text

— Target: Single text, not large-scale text harvesting or IE

— Involves NLP (semantic analysis, QA) and KR (inference,
knowledge accretion)

— Evaluation: Questions on the text just read

* Domains:
— US football; terrorism actions; medical informatics; ...



Our work in RACR

We address the ‘knowledge gap’ problem: Language is
full of omissions and leaps and type coercions

— Assumption that reader knows the world and can use
inference

— Machines need the same knowledge in order to even start
the machine reading bootstrapping process

We are building a general knowledge support service

Uses: Bridge various kinds of knowledge gaps:
— Unknown words/phrases — specialist domain language problem
— Unclear reference — coref problem
— Missing fillers — assumed-knowledge problem
— Missing inter-proposition relations — term connection problem



Tensor Tables: A Proposition Store

e Construct propositions consisting of multiple triples in
useful combinations (sentence patterns)

— NV (noun-verb), AN (adj-noun), NVNPN (NVN-prep-N), etc.

* Obtain counts for each proposition combination:

bash-3.2$ grep 'person#n#l:eat:food#n#2:with'

eat.with.trp.dobj

person#n#l
person#n#l
person#n#l
person#n#l

person#n#l:

person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l

person#n#l:

teat:
teat:
teat:
teat:
eat:
teat:
teat:
teat:
teat:
teat:
teat:
teat:
teat:
teat:
eat:

food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2
food#n#2

swith
:with
:with
:with
:with
swith
:with
:with
:with
:with
swith
:with
:with
swith
:with

family
chopstick
spoon

and

glass
variety
husband
hand 1
president
child
Ginsburg
dressing
fork 1
globalizat
parent
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person#n#l

person#n#l:

person#n#l
person#n#l
person#n#l
person#n#l

person#n#l:

person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l
person#n#l

person#n#l:

teat:
eat:
teat:
teat:
teat:
teat:
eat:
teat:
teat:
teat:
teat:
teat:
teat:
teat:
teat:
teat:
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food#n#2:
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food#n#2:
food#n#2:
food#n#2:
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food#n#2:
food#n#2:
food#n#2:
food#n#2:
food#n#2:
food#n#2:
food#n#2:
food#n#2:

with
with
with
with
with
with
with
with
with
with
with
with
with
with
with
with
with

cornichon
Stanley
meat 1
opponent
gusto
Cleopatra
blood
fruit
mother
mustard
money
Newhouse
group

kid
mid-after
student
friend

=
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PropStore construction

Take a lot of domain text
Parse every sentence (dependency parse)

(Convert the syntactic and prep relations to semantic
ones)

Cut up the dependency tree into [Head-Rel-Mod] triples
(If needed, combine triples into longer propositions)
Save every triple/prop in a large Store:

[rel head mod 1 doc-id sent-id]
When done, add together all identical triples/props:

[rel head mod total ((doc-id, sent-id,) (doc-id, sent-id,) ...)]
Regroup as needed (e.g., sort under the heads):

[head (rel (mod, total,) (mod, total,) ...) ((doc-id, sent-id,)...)]

(rel (mod, total,) (mod, total,) ...) ((doc-id, sent-id,)...)]



Current Proposition Stores at |SI

e Various Machine Reading project domains:
— NFL: 30,000 docs (1,000,000 sentences)
— |1C: 200,000 docs (~6,500,000 sentences)
— BIO: 75,000,000 sentences (all PubMed abstracts)

— General: 220 million triples (6.3GB compressed to 517.7MB)
* Triple types: 50,840,754
* Triple count sum: 461,941,244
* About 30 relations (all syntactic): oboss, etc.
* Source corpus: 50,000,000+ sentences from New York Times

e Various formats:

— Raw parse tree triples

— Nested role fillers (modifiers) for each head
* Machinery to rapidly build new ones

e Large central Store and access machinery being built at
CMU

* |BM’s PRISMATIC (from 30 gb text: over 1b propositions)



The MR knowledge enrichment cycle

Knowledge Discovery

umination

Proposition

Store

II

Cycle:
1. Read text from collection
2. Ruminate in PropStore: generalize, etc.

w

Enrich text representation and store

B

Repeat




Knowledge enrichment pattern
definition notation

Patterns over dependency trees in Proposition Store

e Pattern definition language (implemented in Prolog):
prop( Type, Form : DependencyConstrains : NodeConstrains ).

 Examples:
prop('NV', [N,V] : [V:N:nsubj, not(V:_:'dobj')] : [verb(V)]).

prop('NVNPN', [N1,V,N2,P,N3]:[V:N2:'dobj', V:N3:Prep, subj(V,N1)]:[prep(Prep,P)]).
prop('N-has-value-C', [N,Val]:[N:Val:_]:[nn(N), cd(Val), not(lemma(Val,'one'))]).



Pefas et al., HLT

Ex 1: Filling knowledge gaps o201

Example: San Francisco's Eric Davis intercepted a Steve
Walsh pass on the next series to set up a seven-yard
Young touchdown pass to Brent Jones.

San Francisco’s Eric Davis
Eric Davis intercepted pass

Steve Walsh pass

Young touchdown pass

touchdown pass to Brent Jones

Eric Davis plays for San Francisco

Steve Walsh threw pass
Steve Walsh threw interception

Young completed pass for
touchdown

Brent Jones caught pass for
touchdown

These are inferences on the language side



Queries to US Football Proposition Store

?> NPN 'pass':X:'touchdown’ ?> NVN 'quarterback’:X:'pass'

NPN 712 'pass':'for':'touchdown' NVN 98 'quarterback':'throw':'pass’
NPN 24 'pass':'include’:'touchdown’ NVN 27 'quarterback':'complete':'pass’
?> NVNPN 'NNP":X:'pass':Y:'touchdown' ?> NVN 'end':X:'pass’
NVNPN 189 'NNP':'catch':'pass':'for":'touchdown’ NVN 28 'end':'catch':'pass’

NVNPN 26 'NNP":'complete':'pass':'for":'touchdown’ NVN 6 'end':'drop':'pass’

?> NN NNP:’pass’ ?>X:has-instance:"Marino’
NN 24 'Marino’:'pass’ 20 'quarterback':has-instance:'Marino'
NN 17 'Kelly':'pass’ 6 'passer':has-instance:'Marino'

4 'leader':has-instance:'Marino’
3 'veteran':has-instance:'Marino’
2 'player':has-instance:'Marino’

NN 15 'Elway’:'pass’




Enrichment example: 1

...to set up a 7-yard Young touchdown pass to Brent
Jones

nn nn to
Young pass Pass to Jones
?> X:has-instance:Young ?> X:has-instance:Jones
X=quarterback X=end
?> NVN:quarterback:X:pass ?> NVN:end:X:pass
X=throw X=catch

X=complete X=drop



Enrichment 2

..to set up a 7-yard Young touchdown pass to Brent Jones

toucown

throw

complete drop

touchdown pass
?>NVN touchdown:X:pass
False
?> NPN pass:X:touchdown
X=for



Enrichment 3

..to set up a 7-yard Young touchdown pass to Brent Jones

throw

complete drop

?>NVNPN NAME:X:pass:for:touchdown
X=complete
X=catch



Enrichment 4

..to set up a 7-yard Young touchdown pass to Brent Jones

= Young complete pass for touchdown
=> Jones catch pass for touchdown



Example result

San Francisco's Eric
Davis intercepted a

Steve Walsh pass on
the next series to set
up a seven-yard

Young touchdown
pass to Brent Jones.

Before enrichment

After enrichment

catch (820), throw (584)

(155), complete(57)

ST

mplete(57) catch (55), drop (10)

touchdo



Uses of Proposition Store 1

Building domain instance knowledge

* 334:has_instance:[quarterback:n,
('Kerry':'Collins'):name].

* 306:has_instance:[end:n,
(‘Michael':'Strahan'):name].

* 192:has_instance:[team:n, 'Giants':name].

* 178:has_instance:[owner:n,
(Jerry':'Jones'):name].

* 151:has_instance:[linebacker:n,
('Jessie':'Armstead'):name].

* 145:has_instance:[coach:n,
('Bill':'"Parcells'):namel].

* 139:has_instance:[receiver:n,
(‘Amani':'Toomer'):name].

e 20 'guarterback':has-instance:'Marino'
* 6 'passer':has-instance:'Marino’

* 4 'leader':has-instance:'Marino’
 3'veteran':has-instance:'Marino’

* 2 'player':has-instance:'Marino’

Discovering what people do

* nvn(('NNP"'player'):'catch':'pass'):83.

* nvn(('NNP":'player'):'miss':'game'):66.

* nvn(('NNP"'player'):'have':'yard'):59.
 nvn(('NNP''player'):'gain':'yard'):49.

* nvn(('NNP"'player'):'throw':'pass'):43.

* nvn(('NNP":'team'):'beat":('NNP":'team')):1151.
* nvn(('NNP":'quarterback'):'throw':'pass'):1093.
* nvn(('NNP":'team'):'win':'game'):1032.

* nvn(('NNP":'team'):'play":('NNP"':'team')):798.

* nvn(('NNP"'receiver'):'catch':'pass'):628.

* NVN 26 'Marino":'throw':'pass’

* NVN 15 'Marino":'complete':'pass'

* NVN 9 'Marino':'miss':'game’

* NVN 8 'Marino':'throw":'interception’
* NVNS5 'Marino':'toss':'pass'

* NVNS5 'Marino":'throw':'touchdown’



Uses of Proposition Store 2

Discovering ‘causes’ within ‘to’ sentences

109 present:v, evidence:n -> answer:y,
guestion:n

107 present:v, evidence:n -> answer:v,
(clinical:question):n

64 reduce:v, (detrimental:custom):n ->

affect:v,
(perinatal:community:morbidity):n

64 modulate:v, (electron:therapy):n ->
achieve:yv,
(conformal:dose:distribution):n

64 use:v, (electrophoresis:device):n ->
fractionate:v,
(complex:protein:mixture):n

64 have:v, (incisional:infection:rate):n -
> undergo:v, (abdominal:exploration):n

Enrichment
e.g., quarterback & receiver

nvn:(‘NNP':'quarterback'):'hit':
(‘NNP":'receiver'),177).

nvnpn:
('NNP":'quarterback’):'throw':'pass':'to":
('NNP':'receiver'),143).

nvnpn:

("NNP':'quarterback'):'complete':'pass':'to":

(‘NNP':'receiver'),79).
nvn:('NNP':'quarterback'):'find":
(‘NNP':'receiver'),69).

nvnpn:
('NNP":'receiver'):'catch':'pass':'from":
('NNP":'quarterback’),43).



Uses of Proposition Store 3

* Overcoming problems in parsing

— Improve POS tagging (especially for long noun phrases):
* NVN 46 'Giants':'coach':'Jim_Fassel’
 nvn(('NNP":'team'):'coach':('NNP":'coach')):538.

— Learn domain terminology: (running:back)

— Make correct PP attachments

— Handle conjunctions (especially of clauses)

— Discover hidden prepositions:

* John ran 3 yards -> NVN:John:run:yard

* Should be NVPN:John:run:PREP:yard
— 163:nvpn:[person:n, run:yv, for:in, yard:n].
— 48:nvpn:[player:class, run:v, for:in, yard:n].



Hovy et al., ACL

Ex 2: Generalization S oster 2011

e Goal: Infer implicit domain generalizations from
text

* Automatically extract the classes to allow for
more fine-grained labeling than NE tags

Marino Quarterback Human
throws to throws to throws to
Fernandez receiver human

— Domain-specific classes can be inferred from simple
lexico-syntactic patterns

— Formulate as unsupervised labeling problem



class

word
Star Receiver
GiantPlayer End |
Quarterback Running back
Father of three Gr?\nt |
Last year’s favorite This year’s favorite
Rookie
Young Jones
= pass the ball to =
Fernandez Hall

I_Ii P (class; | class, ;) . P (word, | class)



Define as sequential labeling task

M Odel Apply Viterbi decoding

Learn ~250k generalized propositions

dictionary of co-occurrences:
xtract entities and potential .
:lass hwom.:l) ptent S E;:“Y _Class Freq 5
- appositions (1), teve Young:
- nominal modifiers (2), @l 17
- copula verbs (3) :
Michael Holt receiver 18
49ers: team 245
corpus (1.4m sentences from NYT, Sandhaus 2008): franchi 52 train sequential
(1) Steve Young. player of the 49ers, gave an mterview. throw: throw 479 model on data
(2) Quarterback Steve Young threw a pass to Michael Holt. ' R e
(3) Michael Holt is the receiver for the 4%rs. as hidden labels
) training data:
N [v ]| N [P] N

Y 5 - =
extract N-V-N and N-V-N-P-N _’@ Young throw pass to Michael

cuts fro tre
I [ e e s

decode data
(= use trained
model to label
entities with

classes) I

P(s,p) = ﬁ (P(p.'[p.'—l) - P(s;[p;))

i=1

propositions (250k):

" = -
quarterback throw pass to receiver
receiver 1s receiver for team




Evaluation 1: 3 measures

* Unclear how to assess model’s explanatory power: what
relation between prop generalization and its sentences?
— Better to generalize high? — then only top class
— Or low? — then word itself
— Where in the middle? — best entropy reduction?

| propositions| : — log P(data) - Z F; -log F;
g=1-— perplexity(data) = 2 n Hy = —i=0
|sentences| ' log n
(generated props in language model)
Generallzation Perplexity Normallzed Entropy
70 088 o0 082 100 00 190 o%e
om %0 120 o
.o 0%
om0 s 8708 gapq 8708 5715 <
om
e gt s  om -
o 0 w“m "
o 0 s o
— o.ce 5200 ppat
010 a4 ot N s
oo [ — s o
A ia3 e wroowe arddes #4! cats oat GTTow arities Al ixs e i oan scties

automatic measures Orndom 00 Dot



Evaluation 2: Annotation

* Question: Is the proposition sensible?

“Quarterbacks can throw passes to receivers” vs. “Coaches can intercept teams”

— Baselines: 100 sampled from most-frequent class (293,028
props) + 100 random from data

— Model: 200 sampled from 250,169 props

* Percentages labeled ‘sensible’:

100 most frequent random combined
Data set| System | agg maj agg maj agg maj
baselne 80.16 82.13 60.35 70.57 88.84 80.37
ful model 94.28 96.55] 7093 7045 93.06] 95.16
baseline 51.82 51.51 32.39 28.21 50.39 40.66
unknown

model 66.00 69.57| 48.14| 41.74] 64.83| 67.76




Rating the model

* Model has good explanatory power and
generalizes well

e Evaluation:

— Human subjects judge up 95.2% of resulting
propositions sensible, 67.8% for the ones with
unseen entities

— Inter-annotator agreement reasonably high (raw
agreement = 0.82, G =0.58, k = 0.48)



What's the general plan?

* Use PropStore as a very simple Knowledge
Base of background world knowledge

(similar to language model, but with structure)

* Develop methods to

— Create it

— Use it to cover knowledge gaps and check semantic
Interpretations

— Produce expectations for machine reading



CONCEPT FACETS OR DIMENSIONS



The problem of facets

* Differentiate the tensor into facets using
relations

* Problems:
— Which facets for events?
— Which facets for objects?

— What is the representation of a relation?
— Interaction with compositionality



Syntactic or semantic relations?

Parse tree gives merely syntactic relations

Nice, if you can get them:

* Verb relations:
— Case roles: from Framenet or PropBank
— Prepositions: Prep sense disambiguation

* Noun relations:
— Noun-noun compounds: NN relation classification
— Noun-adjective modifiers: relation classification

* Multi-clause relations:
— Verb-verb relation classification



Reminder: Case Relations

 Minimum: relation associated-with (in topic
signature)

* Better: syntactic relations (subj, dobj, iobj, preps...)
e Even better: semantic relations
— Events: Case roles

m—n, \
Agent Patient Instr Spatio-Temporal
: . . . Benef
family family family family

~—

Agent Experiencer Patient Theme Tool Prop Loc Source Dest Time

— Objects: Property relations

Structure Function Provenance
family family family

Morphology Material Use Operation Source Reason



CONCEPT (SENSE) GRANULARITY



Semantic ‘fields’ are continuous

* Many ambiguous words have the following:
— First, a few clearly distinct senses:

— For the rest, a continuous ‘field’ of shades of
meaning, different in different ‘directions’ ...




What do we need from a semantic
representation?

Must be granular yet continuous

* Granular: Ability to name specific and different
concepts

— bridge, = card game; bridge, = structure/path over a gap

e Continuous: Ability to represent ‘shades’ of
meaning, almost continuously variable in different
‘directions’

— bridge,, — but narrow and in/along buildings
— bridge,, — but made of rope, for single person



Semi-overlapping vectors for senses

 Word vectors allow near-continuous variability
for shades of meaning, and can differ in
different ‘directions’

No overlap: discrete senses

-mmmmmm—

bridge, 0.7 0.3
bridge, 0.55 0.31 0.12

Some overlap: continuum

0.15 0.11

high | concrete
0.31
0.27

0.55

0.49 0.22 0.07



COMPOSITIONALITY



Combining vectors/tensors

* Question: How to compose word/concept tensors into new
meanings?

The meaning of word w in context Cis a new tensor v that
isa functionof wand C: v = w == C. The context Cis
just another tensor. But whatis == ?

e Centroid of tensor’s vectors? What would this look like?

 Bag of words? Kintsch, 2001; Mitchell and Lapata, 2008:
simply use the words associated with the composed phrase
in context

— But then cannot formally distinguish between “he sees a peach”

and “a peach sees him”; and “John sees a peach” is different
even if he =John



Semantic distance between concepts

* QOverview of semantic distance measures: (Budanitsky and
Hirst, Computational Linguistics 2006)

1. In a semantic structure like WordNet or a thesaurus:
* Various metrics counting number of inter-concept links and depth
e.g. (Leacock and Chodorow 1998)
Dist(c,,c,) = -log len(c,,¢c,) / 2D | D

2. In a word distribution: b &

* Distributionally close and semantically related:
* two target words have many common strongly co-occurring words
* (doctor—surgeon and doctor—scalpel )

— Distributionally close and semantically similar:

* two target words have many common strongly co-occurring words
that each have the same syntactic relation with the two targets

* (doctor—surgeon, but not doctor—scalpel )




Common distance measures

e All distributional measures have two parts:
1. Method to create distributional profiles (DPs)
2. Method to calculate distance between two DPs

Measures of DP distance Measures of strength of association
a-skew divergence (ASD) ¢ coefficient (Phi)
1. head = {{w; 51) (W, S5) -} Sreiatien i coine (oD
Here, need a measure Hindie's measure (i) odds rato (Odds)
of the strength of e Tang D) it iatemuton (M1

Jensen-Shannon divergence (JSD)
Lin’s measure (Lin)

association s; between

the head and the -
Standard combinations

p r‘oﬁ | ee I ements a-skew divergence with ¢ coefficient (ASD-CP)
cosine with conditional probability (Cos—-CP)

Dice coefficient with conditional probability (Dice-CP)
Euclidean distance with conditional probability (L, norm-CP)
; Hindle’s measure with pointwise mutual information (Hin—PMI)
2 . D J St (h eadl h eadz ) Kullback-Leibler divergence with conditional probability (KLD-CP)
Manhattan distance with conditional probability (L; norm—CP)

Jensen-Shannon divergence with conditional probability (JSD-CP)
Lin’s measure with pointwise mutual information (Lin—PMI)

3. Combinations
(Mohammad and Hearst, 2012)



Combining concept vectors: ex.

Mohammad and Hirst, 2006: For concept C = {(w,,s;) (w,,s,)
..t and C(c) ={w,w,...}, they adapt Cosine distance as

Y weC(c)UC(cy) ( (P(wlcqy) x P(wlca))

\/ZLFL(Q) ‘Ulcl \/Zu eC(c2) (l’lf?

COSL},(q C') —

Evaluation:

 Macquarie Thesaurus, with 812 coarse-grained ‘concepts
to form word distributions

* Two tests:
1. Rank word pairs in order of their semantic distance
2. Correct real-word spelling errors

* On both tasks, distributional concept distance measures
much better than distributional word-distance measures

’



Recent work on semantic composition

Lots of recent work on combining word vectors (though

not in the context of propositional frames):

— Mitchell and Lapata 08; 10
— Erk and Padd 08; 10

— Baroni and Lenci 10

— Thater et al. 10

— Grefenstette et al. 10; 11

— Wu 1ll

— Clarke 07, 11

— Socher and Manning 11

— Mohammad and Hirst 06; 12



RANDOM INTERESTING THINGS



A note on informativeness

“John saw the 2010 World Cup in South  “John saw the 2010 World Cup in

Africa” SA with binoculars”
{e0 (:type see) (:agent John) {eO (:type see) (: agent John)
(:theme \ for
(:instr ((eyes O. 99) (binoculars 0.2) ...
(:loc South=Africa
o}

“John saw the 2010 World Cup in SA with
his eyes”
{e0 (:type see) ({agent John)

(:theme Worlg-Cup-2010)

(:instr¢ elescope 1 0))
(:loc South-Africa)

This is not news ...but this is!



Relation to Information Theory

Shannon’s approach:

— Information content is a function of the novelty (to the reader)
in the message

— Methodology: Count the number of guesses, compute
probability of items and of message

— Info =2, p(x,) . log p(x)

Info Theory has no explicit record of the reader’s knowledge

— In all work, informativeness is computed relative to a (large)
background knowledge store that is assumed to give default
knowledge

In Extended Semantics, the reader’s knowledge can be
explicitly encoded

— Represented in individual lexical entries’ score contents



Some semantic NL phenomena

Bracketing (scope) of predications

Quantifier phrases and numerical
expressions

Direct quotations, reported speech
Polarity/negation

Modalities (epistemic modals,
evidentials)

Comparatives
Pragmatics/speech acts

Information structure (theme/rheme)

Focus

Temporal relations (incl. discourse
and aspect)

Manner relations
Spatial relations

Word sense selection (incl. copula)
Concepts: ontology definition

NP structure: genitives, modifiers...
|ldentification of events

Concept structure (incl. frames and
thematic roles)

Pronoun classification (referential,
bound, event, generic, other)
Coreference (entities and events)

Coordination

Discourse structure
Presuppositions
Opinions and subjectivity

Metaphors
Red: propositional

Blue: distributional




Two ‘modes’ of semantics?

* We need to handle two classes of semantic phenomena

* Logical operations: Propositional

— Phenomena not anchored in individual open-class word meanings, but
in closed-class words, and apply in general to the whole proposition

— Examples: negation, modality, quantifier phrases, pragmatics...

— Representation: a new proposition clause containing specific (closed-
class) keywords, bracketing, etc.

— NLP task and approach: tagging and delimiting, using CRFs for example

* Concept content: Distributional
— Phenomena anchored in open-class word meanings
— Examples: word senses, NP structure, coreference...

— Representation: within a propositional clause, a selected specific term
representing some element of the sentence

— NLP task and approach: selection or tagging, using context vectors



Negation: Soccer on the moon
New semantics: John attended the World Cup:

(e0 (:type attend) (:agent John) (:theme WC) (:loc ((Germany 0.1)
(Italy 0.1) (Netherlands 0.1) (SA 0.1) (Argentina 0.1) ...)) (:year
((2010 0.1) (2006 0.1) ...)) (:accomp ((wife 0.2) (friends 0.3) ...)) ...)

Old: John didn’t attend the Word Cup on the moon:

Negating __ (attend e0 x0 x1 x2) (John x0) (WC x1) (moon x2) (not e0)
attend: (e0 (:type attend) (:agent John) (:theme WC) (:loc moon) (:polarity neg))

(attend e0 x0 x1 x2) (John x0) (WC x1) (moon x2) (not x2)

:E;g;f_ing 71 (e0 (:type attend) (:agent John) (:theme WC) (:loc x2))
' o ((x2 (:type moon) (:polarity neg))
Same, in new semantics: No change! The moon’s

‘probability’ was already zero
(e0 (:type attend) (:agent John) (:theme WC) (:loc ((Germany 0.1)

(Italy 0.1) (Netherlands 0.1) (SA 0.1) (Argentina 0.1) ...)) (:year
((2010 0.1) (2006 0.1) ...)) (:accomp ((wife 0.2) (friends 0.3) ...)) ...)



Negation with Mozart

Mozart composed a melody

(compose e0 x0 x1) (Mozart x0) (melody x1)

Old 1:
(have-difficulty el x2 x3 x4) (= x2 x0) (= x3 e0) (= x4 0) <

(eO (:type compose) (:agent Mozart) (:patient melody))

Old 2: (el (:type have-difficulty) (:experiencer Mozart) (:activity e0) (:degree 0)) <

(e0 (:type compose) (:agent Mozart) (:patient melody) (:instr ((piano 0.8)
New: (pen 0.5) (violin 0.3) ...))).(:difficulty ((0 0.6) (1 0.2) (2 0.1) ... (5 0.001)))
(:loc ((Vienna 0.4) (Prague 0.1) (Paris 0.2) ...)) (:time ((1762 0.5) ...)) ...)

It was easy for Mozart to compose a melody

(e0 (:type compose) (:agent Mozart) (:patient melody) (:instr ((piano 0.8)
(pen 0.5) (violin 0.3) ...))) (:difficulty 0) (:loc ((Vienna 0.4) (Prague 0.1)
(Paris 0.2) ...)) (:time ((1762 0.5) ...)) ...)




Negation in DS: Mozart 2

It was not difficult for Mozart to compose a

melody

(compose e0 x0 x1) (Mozart x0) (melody x1)
Old 1: (have-difficulty el x2 x3 x4) (= x2 x0) (= x3 e0) (val x4 (< +4))

(eO (:type compose) (:agent Mozart) (:patient melody))

Old 2: (el (:type have-difficulty) (:experiencer Mozart) (:activity e0) (:degree (< +4)))

(e0 (:type compose) (:agent Mozart) (:patient melody) (:instr ((piano 0.8)
New form (pen 0.5) (violin 0.3) ...))) (:difficulty O) (:loc ((Vienna 0.4) (Prague 0.1)
“easy”: (Paris 0.2) ...)) (:time ((1762 0.5) ...)) ...)

(e0 (:type compose) (:agent Mozart) (:patient melody) (:instr ((piano 0.8)
New “not  (pen 0.5) (violin 0.3) ...))) (:difficulty ((0 0.5) (1 0.3) (2 0.2) (3 0.1))) (:loc
difficult”:  ((Vienna 0.4) (Prague 0.1) (Paris 0.2) ...)) (:time ((1762 0.5) ...)) ...)



General schema for operators

* |n traditional semantics, operators within
propositions apply over terms and clauses:
— NOT(x), AND(x, y), etc.

— Their specific action is manifest in the eventual result
of composition

* In new semantics, operators probably (?) apply to
the distributional scores
— NOT(sad) —> happy

— For each operator, we somehow need to determine
which scores change, and how



Inverses: Some adjs

rel:adm too very so um;‘s,ual as bitterly really how not relatively running elel-;em pretty unsi?iona
COLD 694 643 517 230 218 203 165 131 106 95 74 138
HOT 1370 1351 1166 101 571 415 285 166 158 164 36
LONG 5268 3557 1610 260 975 229 117 930 112 132 161

SHORT 1285 1363 516 270 99 74 66 838 161 101 57 2
rel:anm season month time year week day night period

COLD 3 3 3 2 4

HOT 9 8 4 19 7 27 4

LONG 3 3 8 5 7 4 5

SHORT 7 18 12 4 6 3

rel:nam time water weather air summer day term period rain beer sauce notice career distance
COLD 2744 2345 1341 394 320 316

HOT 900 962 596

LONG 32603 1895 6977 3619 1470

SHORT 785 5273 2225 810 792
rel:avc be have get make go do swim cook wait spend freeze handle become

COLD 23 27 6 19

HOT 92 29 13 12 11 6 10 74

LONG 154 48 96 39 18 24 41 23

SHORT 55 25 10 6 10 10 5

New York Times corpus



In many regards, these [physical] adjs are all the same...

rel:adm too very so unltll‘s,ua as bitterly really how not relatively running ex;ul-;lam pretty unse?;onab
COLD 0.216  0.200 0.161 0.072 0.068 0.063 0.051 0.041 0.033 0.000 0.000 0.030 0.023 0.043
HOT 0.237 0.234 0.202 0.017 0.099 0.000 0.072 0.049 0.029 0.000 0.000 0.027 0.028 0.006
LONG 0.395 0.266 0.121 0.019 0.073 0.000 0.017 0.009 0.070 0.008 0.000 0.010 0.012 0.000
SHORT 0.266  0.282 0.107 0.000 0.056 0.000 0.020 0.015 0.014 0.173 0.033 0.021 0.012 0.000
rel:anm season month time year week day night period .

...especially here
COLD 0.200 0.200 0.200 0.000 0.133 0.000 0.267  0.000
HOT 0.115 0.103 0.051 0.244 0.090 0.346 0.051 0.000
LONG 0.000 0.086 0.086 0.229 0.143 0.200 0.114 0.143
SHORT 0.140  0.000 0.360 0.240 0.080 0.120 0.000 0.060

But sometimes opposites pair together...

rel:nam time water weather air summer day term period rain beer sauce notice career distance
COLD 0.000 0.368 0.314 0.180 0.000 0.053 0.000 0.000 0.043 0.042 0.000 0.000 0.000 0.000
HOT 0.000 0.000 0.366  0.000 0.391 0.000 0.000 0.000 0.000 0.000 0.242 0.000 0.000 0.000
LONG 0.700  0.000 0.000 0.000 0.000 0.041 0.150 0.078 0.000 0.000 0.000 0.000 0.032 0.000
SHORT 0.079  0.000 0.000 0.000 0.000 0.000 0.533 0.225 0.000 0.000 0.000 0.082  0.000 0.080
rel:avc be have get make go do swim cook wait spend freeze handle become

COLD 0.307 0.360 0.000 0.000 0.000 0.000 0.080 0.000 0.000 0.000 0.253 0.000 0.000

HOT 0.372 0.117 0.053 0.049 0.045 0.024 0.000 0.040 0.000 0.000 0.000 0.300 0.000

LONG 0.348 0.108 0.217 0.088 0.041 0.054 0.000 0.000 0.093 0.000 0.000 0.000 0.052

SHORT 0.455 0.207 0.083 0.050 0.083 0.083 0.000 0.000 0.000 0.041 0.000 0.000 0.000

...though in some aspects they remain unique



CONCLUSION



Summary

Combine older logic-style and newer word
distribution-style representations into single form

Treat this as a new semantics
Scale-independent notation
Compositionality using large Proposition Stores

Use their contents to assist with various NLP
tasks

Negation and modality seem to be feasible in
new semantics



Where next?

e (Careful and formal definition of semantics:
— Theoretical connections to Formal Semantics
— Proper treatment of synonymy and composition

— Algebra-like machinery for concept manipulation (composition,
negation, etc.)

— Generalize Topic Models and Topic Signatures

* Empirical usage in various NLP and KR applications:
— Tasks: Parsing, (co)reference, WSD, etc.
— Applications: QA, Machine Reading, IR, etc.
— Reasoning and inference in KR
— Semantic Web research

e QOther fields:

— Connection to Information Theory

— Predictions and confirmation with Cognitive Science,
Psycholinguistics, etc.



Readings

Formal models

— Preference Semantics: Wilks, 1975

— Turney: several papers since 2005

— Novacek, PhD 2010

— D.Clarke, CL 2011; PhD thesis 2007
Topic modeling

— LSA: Deerwester et al., 1990

— LSA; Landauer et al., 1998

— Signatures Lin and Hovy, COLING 2000

— LDA: Blei et al., 2003

— Many others
Word meaning vector models

— Lin, 1998; and Pantel, 2003

— Navigli, PhD 2008

— Turney, several papers

— Erk, ACL 2010 and earlier

— Budanitsky and Hirst, CompLing 2006
Triple Stores and PropStores

— Lots of background on triples

— P. Clark, K-CAP 2009
Organizing vectors into hierarchies and
finding default values

— Turney and Pantel, 2010

— Tanand Hovy, in prep

*  Compositionality: Combining vectors

Mitchell and Lapata, Cognitive Science 2010;
Lapata et al.. HLT 2009

Erk and Padé; Pinkal et al., on vector comb
Ritter et al., ACL 2010

Coecke, et al. 2010

Baroni and Lenci, CL 2010

Grefenstette et al., 2010

Socher, Manning, et al., 2011

Mohammad and Hirst, 2012

*  Word/concept facets

Fillmore, Case for Case 1967

Guarino, ldentity Criteria 2001
Pustejovsky, Generative Lexicon 1995
Fillmore et al., FrameNet

Recasens and Hovy, Near-ldentity 2010

Using DS for NLP tasks

Parsing: Klein, ACL 2010
WSD: Agirre et al.

Paraphrase learning: Pantel and Pennacchoitt,
2008

Text enrichment: Pefias and Hovy, COLING
2010

Coref: many people



THANK YOU



