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ROCLING XVI

K eynote Speeches

Why should people care about Computational Linguistics and Speech Processing technologies?
Hsiao-Wuen Hon
Assistant Managing Director, Microsoft Research Asia (M SRA)

Abstract:

Should a student choose Computational Linguistics and Speech Processing as his magjor instead of
semiconductor? Why do companies like Microsoft spend billions of dollars in R&D of
Computational Linguistics and Speech Processing? In this talk, | will provide a historical aspect of
why Microsoft started R&D in Computational Linguistics and Speech Processing, how these
technol ogies got deployed into mainstream

Microsoft products and finally what products and features you can expect to be benefited from
continuing development of these technologies. There are unbounded applications and potential
benefit Computational Linguistics and Speech Processing technologies can bring to millions of users.

Biography:

Dr. Hsiao-Wuen Hon is the assistant managing director of Microsoft Research Asia (MSRA) . Heiis
supervising research in speech, natural language processing, information retrieval, internet search,
audio/video indexing retrieval and other related areas. Before joining MSRA, Dr. Hon was the
Architect in Speech.Net at Microsoft Corporation. Besides overseeing all architectural and
technical aspects of the award winning MicrosoftR Speech Server product (VSLive! Editor Choice
Award), Natural User Interface Platform and Microsoft Assistance Platform, he is also responsible
for managing and delivering statistical learning technologies for Natural Interactive Service Division
(NISD). Dr. Hon joined Microsoft Research as a senior researcher at 1991 and has been a key
contributor of Microsoft's SAPI and speech engine technologies. Before joining Microsoft, Dr. Hon
worked at Apple Computer, Inc., where he was a principal researcher and technology supervisor at
Apple-ISS research center. Dr. Hon led the research and development for Apple's Chinese
Dictation Kit, which receives excellent reviews from many industrial publications and a handful of
rewards, including Comdex Asia96 Best software product medal, Comdex Asia96 Best of the Best
medal and Singapore National Technology award.

Dr. Hon received the B.S. in Electrical Engineering from National Taiwan University; and M.S. &
PhD degrees in Computer Science from Carnegie Mellon University.  Whileat CMU, Dr. Hon isthe
co-inventor of CMU SPHINX system on which many commercial speech recognition systems are

based on, including Microsoft and Apple. Dr. Hon is an international recognized speech technologist
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and has published more than 90 technical papers in various international journals and conferences.
He is currently a senior member of IEEE and an associated editor for IEEE Transaction of Speech
and Audio Processing. He has also been serving as chairs and reviewers for many international
conferences and journals. Dr. Hon holds 35 US patents.

From the Lab to Ubiquity: Speech Technology's Road to Mainstream
Eric Chang
Assistant Managing Director, Microsoft Research Asia Advanced Technology Center

Abstract:

Invention, development, and widespread adoption of any discontinuous innovation follow a
technology adoption life cycle, as discussed by Geoff Moore in his book "Crossing the Chasm".
Speech technologies have been researched in the lab since the early 1900's. In this talk, | will
provide a brief history of the development of speech synthesis technology and speech recognition
technology and offer my view on where these technologies are on the technology adoption life cycle.

Biography:

Eric Chang joined Microsoft Research Asia in July, 1999. Eric is currently the Assistant Managing
Director of MSR Asia Advanced Technology Center, where he is in charge of program management,
operations, and technology incubation. Previoudly, Eric was the research manager of the speech
group at MSR Asia. Some results from his group are the Mandarin speech recognition engine
included in Office XP and the Mulan bilingual text to speech system. Prior to joining Microsoft
Research, Eric was one of the founding members of the Research group at Nuance Communications,
a pioneer in natural speech interface software for telecommunication systems. While at Nuance,
Eric worked on various projects involving confidence score generation, acoustic modeling, and
robust speech detection. He also led the technical effort to develop the Japanese version of the
Nuance product. This project led to the world's first deployed Japanese natural language speech
recognition system. Eric has aso developed speech recognition algorithms at M.I.T. Lincoln
Laboratory, invented a new circuit optimization technique at Toshiba ULSI Research Center, and
conducted pattern recognition research at General Electric Corporate Research and Devel opment
Center.

Eric Chang graduated from M.I.T. with Ph.D., Master and Bachelor degrees, al in the field of
electrical engineering and computer science. While at M.1.T., he was inducted into the honorary
societies Tau Beta Pi and Sigma Xi. Eric has published papers in the fields of speech recognition,
neural networks, and genetic algorithms in various journals and conferences. He is the author of
several granted and pending patents. His research interests are spoken language understanding,
machine learning, and signal processing.
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Chung-Hsien Wu, Yu-Hsien Chiu and Kung-Wei Cheng, “Error-Tolerant Sign Retrieval Using Visua

Features and Maximum A Posteriori Estimation,” |EEE Transactions on Pattern Analysis and
Machine Intelligence, Vol. 26(4), pp. 495-508, 2004.

Chung-Hsien Wu, Yu-Hsien Chiu and Chi-Shiang Guo, “Text Generation from Taiwanese Sign
Language Using a PST-based Language Model for Augmentative Communication,” to appear in
|EEE Transactions on Neural Systems and Rehabilitation Engineering, 2004.

Chung-Hsien Wu, Yu-Hsien Chiu and Kung-Wei Cheng, “Multi-Modal Sign Icon Retrieval for
Augmentative Communication,” Springer-Verlag Lecture Notes in Computer Science:
Advanced in Multimedia Information Processing, pp. 598-605, 2001.

Chung-Hsien Wu, Yu-Hsien Chiu, and Kung-Wei Cheng, “Multi-Modal Sign Icon Retrieval for
Augmentative Communication,” Lecture Notes in Computer Science Series, Soringer-\erlag,
2001.

()

Chung-Hsien Wu and Gwo-Lang Yan, “Speech Act Modeling and Verification of Spontaneous
Speech with Disfluency in a Spoken Dialogue System,” Accepted by IEEE Trans. Speech and
Audio Processing, 2004.

Chung-Hsien Wu and Yeou-Jiunn Chen, “Recovery of False Rejection Using Statistical Partial
Pattern Trees for Sentence Verification,” to appear in Speech Communication, 2004.

Chung-Hsien Wu and Gwo-Lang Yan, “Acoustic Feature Analysis and Discriminative Modeling of
Filled Pauses for Spontaneous Speech Recognition,” Journal of VLS Sgnal Processing, Vol. 36,
pp. 87-99, 2004.

Hunze Chen and Chung-Hsien Wu, “ Speech enhancement based on audible noise spectrum and
short-time spectral amplitude estimator,” Electronics Letters, Vol.  38(10), pp.485-486, 2002.

Jhing-Fa Wang, JiaChing Wang, An-Nan Suen, Chung-Hsien Wu, and Fan-Min Li, “VLS

Architecture and Implementation for Speech Recognizer Based on Discriminative Bayesian
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Neural Network,” 1EICE Transactions on Fundamentals of Electronics, Communications and
Computer Sciences, Vol. E85-A(8), pp. 1861-1869, 2002.

Yeou-Jiunn Chen, Chung-Hsien Wu, Yu-Hsien Chiu, and Hsiang-Chuan Liao, “Generation of Robust
Phonetic Set and Decison Tree for Mandarin Using Chi-square Testing,” Speech
Communication, Vol. 38(3-4), pp. 349-364, 2002.

Chung-Hsien Wu and Jau-Hung Chen, “Automatic Generation of Synthesis Units and Prosodic
Information for Chinese Concatenative Synthesis,” Soeech Communication, Vol. 35, pp. 219-
237, 2001.

Chung-Hsien Wu and Jau-Hung Chen, “Automatic Generation of Synthesis Units and Prosodic
Information for Chinese Concatenative Synthesis,” Speech Communication, Vol.35, 2001,
pp.219-237.

Chung-Hsien Wu and Yeou-Jiunn Chen, “Multi-Keyword Spotting of Telephone Speech Using a
Fuzzy Search Algorithm and Keyword-Driven Two-Level CBSM,” Speech Communication, Vol.
33, pp. 197-212, 2001.

Chung-Hsien Wu, Yeou-Jiunn Chen, and Gwo-Lang Yan, “Integration of Phonetic and Prosodic
Information for Robust Utterance Verification,” |IEE Proceedings, Vision, Image and Sgnal
Processing, Vol. 147, pp. 55-61, 2000.

Jen-Tzung Chien and Jain-Ray Lai, “Use of microphone array and model adaptation for hands-free
speech acquisition and recognition,” Journal of VLS Sgnal Processing Systems for Sgnal,
Image and Video Technology, Vol. 36(2), pp. 141-151, 2004.

Jen-Tzung Chien and Chih-Hsien Huang, “Bayesian learning of speech duration models,” |EEE
Transactions on Speech and Audio Processing, Vol. 11(6), pp. 558-567, 2003.

Jen-Tzung Chien, “Linear regression based Bayesian predictive classification for speech
recognition,” 1EEE Transactions on Speech and Audio Processing, Vol. 11(1), pp. 70-79,
2003.

Jen-Tzung Chien, “ Quasi-Bayes linear regression for sequential learning of hidden Markov models,”
| EEE Transactions on Speech and Audio Processing, Vol. 10(5), pp. 268-278, 2002.

Jen-Tzung Chien, “A Bayesian prediction approach to robust speech recognition and online
environmental learning,” Speech Communication, Vol. 37(3-4), pp. 321-334, 2002.

Jen-Tzung Chien, “Adaptive hierarchy of hidden Markov models for transformation-based
adaptation,” Speech Communication, Vol. 36(3-4), pp. 291-304, 2002.

Jen-Tzung Chien, Chih-Hsien Huang and Shun-Ju Chen, “Compact decision trees with cluster
validity for speech recognition,” Proceeding of International Conference on Acoustics, Speech,
and Sgnal Processing, Val. 1, pp. 873-876, Orlando, May 2002.

Jen-Tzung Chien, “On-line unsupervised learning of hidden Markov models for adaptive speech
recognition,” |EE Proceedings - Vision, Image and Sgnal Processing, Vol. 148(5), pp. 315-324,
2001.

Jen-Tzung Chien and Guo-Hong Liao, “Transformation-based Bayesian predictive classification

using online prior evolution,” |EEE Transactions on Speech and Audio Processing, Vol. 369(4),

pp. 399-410, 2001.
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Jen-Tzung Chien and Ming-Shung Lin, “Frame-synchronous noise compensation for hands-free
speech recognition in car environments,” |IEE Proceedings - Vision, Image and Sgnal
Processing, Vol. 147(6), pp. 508-515, 2000.

Jen-Tzung Chien and Jean-Claude Junqua, “Unsupervised hierarchical adaptation using reliable
selection of cluster-dependent parameters,” Speech Communication, Vol. 30(4), pp. 235-253,
2000.

Jen-Tzung Chien, “Online hierarchical transformation of hidden Markov models for speech
recognition,” 1EEE Transactions on Speech and Audio Processing, Vol. 7(6), pp. 656-667,
1999.

()

Ze-Jing Chuang and Chung-Hsien Wu, “Multi-Modal Emotion Recognition from Speech and Text,”
Accepted by International Journal of Computational Linguistics and Chinese Language
Processing, 2004.

Ze-Jing Chuang and Chung-Hsien Wu, “Emotion Recognition from Textual Input Using an
Emotional Semantic Network,” Proceedings of International Conference on Spoken Language
Processing, Denver, 2002.

Ze-Jing Chuang and Chung-Hsien Wu, “Emotion Recognition Via Acoustic Features And Semantic
Contents In Speech,” Proceedings of International Symposium on Chinese Spoken Language
Processing, Taipei, 2002.

Ze-Jing Chuang and Chung-Hsien Wu, “ Text-To-Visual Speech Synthesis For General Objects Using
Parameter-Based Lip Models,” |EEE Pacific Rim Conference on Multimedia, pp.589-597, 2002.

Ze-Jing Chuang and Chung-Hsien Wu, “ Text-to-Visual Speech Synthesis for General Objects Using
Parameter-Based Lip Models,” Lecture Notes in Computer Science Series, Springer-Verlag,
2001.

()
Jui-Feng Yeh, Chung-Hsien Wu, Ming-Jun Chen and Liang-Chih Yu, “Automated Alignment and

Extraction of Bilingual Ontology for Cross-Language Domain-Specific Applications,” accepted
by The 20th International Conference on Computational Linguistics (COLING’ 04)

Jui-Feng Yeh, Ming-Jun Chen and Chung-Hsien Wu, “Semantic Inference based on Ontology for
Medical FAQ Mining,” Proceeding of IEEE Natural Language Processing and Knowledge
Engineering, pp.710-715, 2003.

Chung-Hsien Wu and Gwo-Lang Yan, “Flexible Speech Act Identification of Spontaneous Speech
with Disfluency,” Proceedings of European Conference on Speech Communication and
Technology, Switzerland, Geneva, 2003.

Yu-Sheng Lai, Kuao-Ann Fung and Chung-Hsien Wu, “FAQ Mining via List Detection,”
Proceedings of the Workshop on Multilingual Summarization and Question Answering, 2002.
(A post-conference workshop in conjunction with COLING 2002)

Chung-Hsien Wu, Gwo-Lang Yan, and Chien-Liang Lin, “ Speech act modeling in a spoken dialogue
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system using a fuzzy fragment-class Markov model,” Speech Communication, Vol. 38, pp183-
199, 2002.

()

Jen-Tzung Chien and Chia-Chen Wu, “Discriminant wavel etfaces and nearest feature decisions for
face recognition,” |EEE Transactions on Pattern Analysis and Machine Intelligence, Vol.
24(12), pp. 1644-1649, 2002.

Chih-Pin Liao, Hsien-Jen Lin, Chien-Yu Hung and Jen-Tzung Chien, “A new approach to face
recognition with limited training data’, Proc. of 2002 15" |PPR Conference on Computer Vision,
Graphics and Image Processing (CVGIP), Hsinchu-Taiwan, pp. 46-50, August 2002. (in
Chinese)

Jen-Tzung Chien and Chia-Chen Wu, “Discriminant waveletfaces for face recognition,” Proc. of
2001 14™ IPPR Conference on Computer Vision, Graphics and Image Processing Workshop
(CVGIP), Pingtung-Taiwan, August 2001.

()

Yu-Sheng Lai and Chung-Hsien Wu, “Meaning term extraction and discriminative term selection in
text categorization via unknown-word methodology,” ACM Trans. on Asian Language
Information Processing, Vol. 1(1), pp.34-64, 2002.

Jen-Tzung Chien, Meng-Sung Wu and Hua-Jui Peng, “Latent Semantic Language Modeling and
Smoothing,” International Journal of Computational Linguistics and Chinese Language
Processing, August 2004.

Jen-Tzung Chien and Hung-Yi Chen, “Association rule based language models for discovering long
distance dependency in Chinese,” Research on Computational Linguistics Conference XIV
(ROCLING XIV), pp. 43-63, Tainan-Taiwan, August 2001. (in Chinese)

15



khchen@ntu.edu.tw
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data-independent

Metadata Format Metadata Online
Public Access Catalogue OPAC
TF*IDF

High Precision High Recall

IEEE ACM Metadata
Semantic Web  Topic Map Ontology
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Information Retrieval
Bag of Words
Deep Processing
Shallow Processing

1997 6 28 WBA

Bag of Words

Paragraph Sentence Clause
Phrase Word Character Discourse

Predicate- Argument Structure
Logical Normal Form Segmentation
Tagging Stemming Sense Tagging

Adaptive System

Palmer Hearst
985% Pamer & Hearst, 1994

Parsing Tree
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N-Gram
Dictionary-Based
5.
Segmentation
6.
7.
Hierarchical Clustering
8.
Reasoning Mechanism
0. Topic Detection and Tracking TDT
DT
DT
10. Information Extraction
11. Summarization

Conceptual Representation
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1 Young, Heartsill ed. (1983). The ALA Glossary of Library and Information Science. Chicago:
American Library Association, p.132.
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